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RESUMEN En Latinoameérica, un cuestionamiento constante en estudios juridicos so-
bre inteligencia artificial es determinar cémo regularla sin sofocar su innovacién. Des-
de 2022, China regula la inteligencia artificial con derecho vinculante especifico y es
un lider mundial en la materia. ;Cémo lo ha logrado?, ;cémo ha enfocado sus politicas
publicas y su marco juridico?, ;qué ha priorizado? Con fuentes oficiales en chino y una
perspectiva multidisciplinaria, este articulo llena un vacio al analizar politicas publicas
e instrumentos juridicos de la Republica Popular China de 2017 a mayo de 2025. Mos-
trard que —en la economia digital— China primero sent6 bases fuertes con politicas
publicas habilitadoras y luego, con instrumentos juridicos restrictivos, corrigié el uso
indiscriminado de la inteligencia artificial para proteger los derechos de los usuarios,
fomentar la estabilidad social, politica y el fortalecimiento econémico. La experiencia
china demuestra que, tras un apoyo integral y continuo al desarrollo de la inteligencia
artificial, su regulacién —incluso la mas restrictiva— no detiene la innovacidn, sino
que puede llegar a impulsarla. Este andlisis enriquece los estudios latinoamericanos
sobre derecho e inteligencia artificial al presentar un primer acercamiento al caso chi-
no para desentrafar sus procesos de regulacion y fomento al desarrollo tecnoldgico.
Ademas, matiza y replantea la relacién entre derecho e innovacién al demostrar que
un marco habilitador efectivo posibilita su regulacion sin detener la innovacién. La
creciente relevancia global de China en la materia hace urgente profundizar su estudio
desde nuestra region, con nuestras propias preguntas y circunstancias.

PALABRAS CLAVE China, inteligencia artificial, gobernanza de la inteligencia artifi-
cial, regulacion de la inteligencia artificial, economia digital.

ABSTRACT In Latin America, a constant question in legal studies on artificial in-
telligence is how to regulate it without stifling its innovation. Since 2022, China has
been regulating it with binding specific laws and is a global leader in the field. How
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has it achieved this? How has it approached its public policies and legal framework?
What has it prioritized? With official sources in Chinese and a multidisciplinary per-
spective, this article fills a gap by analyzing public policies and legal instruments of the
People’s Republic of China from 2017 to May 2025. It will reveal that within the digital
economy, China first established strong foundations with expansive public policies and
then, through restrictive legal instruments, corrected the indiscriminate use of artificial
intelligence to protect user rights, promote social and political stability, and strengthen
the economy. The Chinese experience shows that after comprehensive and continuous
support for the development of artificial intelligence, its regulation —even the most
restrictive— does not halt innovation; rather, it can even promote it. This analysis en-
riches Latin American studies on law and artificial intelligence by presenting a first ap-
proach to the Chinese case, revealing its regulatory processes and the encouragement
of technological development. Furthermore, it nuances and reevaluates the relationship
between law and innovation by demonstrating that an effective expansive framework
allows for regulation without stifling innovation. The growing global relevance of China
in this area makes it urgent to delve deeper into its study from our region, with our own
questions and circumstances.

KEYWORD China, artificial intelligence, artificial intelligence governance, artificial in-
telligence regulation, digital economy.

Introduccion

Ian Bremmer y Mustafa Suleyman sefialan que la inteligencia artificial (IA) no puede
ser regulada como cualquier otra tecnologia anterior, porque es diferente a cualquier
tecnologia anterior; su naturaleza es hiperrevolucionaria, por lo que su progreso es
inherentemente impredecible y las regulaciones que sirvan hoy podrian resultar in-
eficaces en unos meses.’

A diferencia de otras tecnologias poderosas como la nuclear, la IA se ha vuelto
accesible de forma muy rapida y amplia. Por eso, su regulacion no solo es imperativa,
sino que debe ser hecha correctamente. La lucha por el poder global ahora también
esta directamente ligada a esta tecnologia y tiene a dos paises punteros: Estados Uni-
dos y China. En el caso de China, la inteligencia artificial es regulada en la economia
digital con derecho vinculante especifico, mientras obtiene éxitos tecnoldgicos globa-
les. ;Como lo ha logrado? ;Cémo ha enfocado sus politicas publicas y su regulacion?
;Qué ha priorizado?

Con fuentes oficiales en chino y una perspectiva multidisciplinaria, este articulo
llena un vacio al analizar politicas publicas e instrumentos juridicos de la Republica

1. Véase Ian Bremmer y Mustafa Suleyman, «Building Blocks for Al Governance», International Mo-
netary Fund, diciembre de 2021, disponible en https://tipg.link/l_46.
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Popular China (RPC) desde 2017 a mayo de 2025. Demuestra que, tras un apoyo inte-
gral y continuo al desarrollo de la IA por medio de politicas publicas e instrumentos
juridicos habilitadores, las regulaciones restrictivas, incluidas las medidas estadou-
nidenses que buscan paralizar su avance, no han detenido su innovacion e, incluso,
la han impulsado a crear soluciones técnicas propias para solventar la ausencia de
insumos tecnoldgicos adecuados.

Al presentar un primer acercamiento al caso chino, este articulo enriquece el pa-
norama latinoamericano, concentrado en Europa, al presentar un caso exitoso en el
que el Estado ha podido regular la IA para proteger los derechos de los usuarios, pro-
veer estabilidad social y politica y el crecimiento y la fortaleza econémica, al tiempo
que se ha posicionado como un lider en innovacién mundial.

También cuestiona y matiza la relacion entre el marco juridico y la innovacién al
demostrar que la regulacion restrictiva a la IA, como la protecciéon de derechos de
usuarios, la proteccion de datos e incluso las medidas que buscan paralizar su avance,
no es un obstaculo definitivo para su desarrollo, aplicaciéon e innovacion; si existe un
marco habilitador integral fuerte, por el contrario, las medidas restrictivas reorien-
tan, e incluso impulsan la innovacién.

Este estudio utilizard un marco multidisciplinario conformado como se vera a
continuacion.

Sinologia: politicas publicas y derecho

La RPC se ordena bajo el sistema juridico socialista con caracteristicas chinas, en el
cual las politicas publicas determinan la direccién general de la legislacion (Ghai y
Woodman, 2009: 45); los ministerios y gobiernos locales ajustan los objetivos nacio-
nales a sus condiciones, lo cual permite flexibilidad institucional y autonomia local.*
Debido a que la meritocracia politica promueve el ascenso de funcionarios a través
de examenes o resultados (Bell, 2015: 6-10), en la competencia entre gobiernos loca-
les, a la que se vincula la industria, se busca aventajar a sus rivales, lo que alienta la
innovacién y el mejoramiento (Xu, 2011: 1076). Entonces, para efectos de este trabajo,
se analizaran el marco juridico y las politicas publicas a nivel nacional, limitandose a
las relativas al area industrial-manufactura.

Inteligencia artificial: elementos del despliegue

La inteligencia artificial se ha definido como un nuevo tipo de ciencia tecnoldgica
que investiga y desarrolla las teorias, métodos, tecnologias y aplicacion de sistemas

2. Véase Katherine Koleski, «The 13th five year plan», U.S China Econommic and Security Review
Commission, 14 de febrero de 2017, disponible en https://tipg.link/l_4n.
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para simular, mejorar y perfeccionar la inteligencia humana, por lo que permite que
las maquinas razonen como ser humano y se les dote de inteligencia (Huawei Techno-
logies Co., 2023: 3).

Puede dividirse entre IA fuerte (strong AI) e IA débil (weak Al); la primera, tam-
bién conocida como «IA general», se refiere a la posibilidad de crear «méquinas in-
teligentes» capaces de resolver problemas de razonamiento, tener conciencia de si
mismas, instintos, etcétera. La segunda es incapaz de razonar y carece de inteligencia
o autoconocimiento (Huawei Technologies Co., 2023: 5).

Tras la etapa de investigacion y desarrollo, el modelo entrenado se integra a un
medioambiente real en el que puede elaborar tareas, tomar decisiones, etcétera. Este
proceso es denominado «despliegue de IA» y se integra de los siguientes elementos:

 la infraestructura, que consta de red, sensores, semiconductores, camaras,
etcétera;

 los elementos de la IA, que son datos, algoritmos y potencia de célculo;

« la direccién de la tecnologia, que incluye a la robdtica, el procesamiento de
lenguaje, IA generativa, entre otros; y

 escenarios de aplicacion, donde la IA se integra con big data, el internet de las
cosas, entre otros, para aplicarse en la vida real, por ejemplo en manufactura,
salud, finanzas, etcétera (Huawei Technologies Co., 2023: 15 y 20).

Para comprender la gobernanza de la IA de una forma integral, se analizaran po-
liticas publicas e instrumentos juridicos sobre el despliegue de IA.

Derecho e inteligencia artificial

Para analizar la relacion entre el derecho y la IA, se utilizara el acercamiento plantea-
do en The AI Index 2024 Annual Report del Institute for Human-Centered Al de la
Universidad de Stanford, en el cual los instrumentos regulatorios se categorizan en
habilitadores (expansive) o restrictivos (restrictive); los primeros buscan fortalecer
las capacidades de IA de la nacién, por ejemplo, el establecimiento de una red de
supercomputadoras con acceso publico; mientras que los instrumentos restrictivos
imponen limites en el uso de la IA, por ejemplo, reglas para el despliegue de tecnolo-
gia de reconocimiento facial (Maslej y otros, 2024: 380). Estas categorias se aplicaran
a politicas publicas e instrumentos juridicos.

Poscolonialismo: democracia versus autoritarismo

Dado que el éxito tecnoldgico chino ha desplazado a Europa y ahora intimida a Es-
tados Unidos, este desatd una guerra comercial, también reflejada en el discurso, en
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la que destaca el binario democracia-autoritarismo. Mas que una descripcion de la
realidad politica, esta dicotomia pertenece a una serie creada por Occidente (Europa
y Estados Unidos) para denostar a su contraparte, por ejemplo: ciencia/supersticion,
civilizacién/barbarie,’ etcétera, donde ellos se autositiian en el lugar privilegiado
(Dube, 2002: 741). Uno de los problemas de este recurso es que impide el didlogo
(3qué puede aprender la civilizacion de la barbarie o la democracia del autoritaris-
mo?), por lo que aqui no se utilizara. En sentido estricto, una definicion politica mds
precisa de esta contienda seria democracia deficiente versus meritocracia politica
deficiente.*

Estado del arte

En el analisis sobre la regulacion de la inteligencia artificial, una pregunta central es
averiguar como regularla sin sofocar la innovacion. Este cuestionamiento se deriva
directamente de la experiencia de Estados Unidos, actual lider mundial en la materia,
que atn carece de instrumentos normativos nacionales, porque teme desacelerar su
avance. En América Latina, proyectos legislativos, estrategias de IA y articulos aca-
démicos toman como referente principal al derecho de la Unién Europea y Espaiia,
lo cual delinea un panorama internacional con una influencia agigantada de Europa.

Sin embargo, el fuerte marco juridico europeo contrasta con su papel relativa-
mente menor en el desarrollo y aplicacién de esta tecnologia,’ por lo que su caso no
resulta particularmente util para averiguar como lograr que la regulacién no detenga
la innovacion. En revistas latinoamericanas, los autores ain prefieren el marco eu-
ropeo (Zabala, 2021; Capdeferro y Ponce, 2022; Masis, 2022; Caceres, 2024; Fierro,
2024), otros mencionan brevemente a China (Chavez, 2022) y algunos mads ya co-
mienzan a adentrarse al caso chino con fuentes oficiales en este idioma (Judrez, 2025).

Delimitacion

Ante la diversidad de experiencias entre actores, se dara preferencia al punto de vista
gubernamental, limitandose a China continental, es decir, se excluyen Taiwan y las
regiones administrativas especiales de Hong Kong y Macao.

3. Recordemos que estos opuestos jerarquicos fueron utilizados por los europeos para confrontar a
los pueblos indigenas, quienes fueron tildados de barbaros y su conocimiento se considerd supersticion.

4. Véase The Economist Intelligence Unit, «Democracy index 2024», 2025, disponible en https://tipg.
link/1_4Y.

5. Por ejemplo, en cuanto a la obtencion de patentes en inteligencia artificial entre 2010 y 2023, a nivel
mundial Europa obtuvo el 2,7%, Estados Unidos el 14,2% y China el 69,7%; en cuanto a publicaciones
sobre IA, China fue el lider mundial con el 23,2%, por encima de Europa (15,2%) y la India (9,2%). Desde
2016 la participacion china se ha incrementado, mientras que la europea ha declinado (Maslej y otros,
202534 44).
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Este estudio se centra en la etapa que establecio las bases de la gobernanza china
de la IA, por lo que se analizaran los principales instrumentos oficiales promulgados
entre 2017 y 2024. De finales de 2023 a mitad de 2025, la carrera global tecnolédgica
y la continua especializacion de la regulacion de la IA en China, particularmente en
cuestion de estandares, impide un acercamiento aqui de sus propuestas internacio-
nales y sus estandares.

Por razones de espacio no se analizara la ética, porque las raices filosoficas chinas
tienen mas de dos mil quinientos afios; tampoco se abordaran casos excepcionales
como la pandemia. Tras esta introduccidn, se presenta la forma en la que se sientan
las bases (2015 a 2020); a continuacion, el establecimiento del marco juridico (2020 a
2025) y posteriormente se presentan la discusion y las conclusiones.

Se sientan las bases y se abren caminos (2015 a 2020)
Politicas habilitadoras

En 2013, Xi Jinping asumio la presidencia de la RPC y redobl¢ los esfuerzos, comen-
zados desde 2006, para incentivar la innovacion independiente y reforzar el ascenso
chino en las cadenas globales de valor, a través de la politica industrial que impulsaba
la investigacion, el desarrollo y la implementacion de la nueva generacién tecnologi-
ca, en vinculo estrecho con la industria y la academia. En este periodo se sentaron las
bases y las lineas generales del desarrollo de la IA, a partir de una serie de politicas
publicas que la impulsaron desde una perspectiva integral, al incluir investigacion y
desarrollo, infraestructura publica y al facilitar la transformacién empresarial.

El plan Hecho en China 2025° (2015) apoyé parcialmente a la IA al apuntalar
su infraestructura, por ejemplo, el almacenamiento avanzado, la red 5G, etcétera
(Naughton, 2021: 74-76). El primer instrumento especifico fue el «Plan de accién trie-
nal internet + inteligencia artificial»,” documento habilitador que buscé maximizar
la innovacion, coordinacidn, sustentabilidad, apertura en sectores clave y fomentar
nuevos motores de crecimiento econémico. Especialmente se concentrd en sentar los
fundamentos para la innovacion (como bases de datos publicas, plataformas abiertas
para algoritmos, plataformas de servicios de seguridad, etcétera), en la colaboracion
de plataformas de servicios publicos con empresas lideres e innovadoras y en la crea-
cion de ecosistemas industriales.

6. Consejo de Estado, «Hecho en China», 2025, disponible en https://tipg.link/l_sE.

7. Comision Nacional de Desarrollo y Reforma, Ministerio de Ciencia y tecnologia, Ministerio de
Industria y Tecnologias de la Informacién y Administracién del Ciberespacio de China, «Plan de accién
trienal internet + inteligencia artificial», 2016, disponible en https://tipg.link/]_sB.
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El «Plan de desarrollo de la nueva generacion de inteligencia artificial» de 2017
(Plan IA 2017)® reconoci6 desde una Optica integral la oportunidad estratégica para
erigir a China como pionera en IA. A grandes rasgos, sus principios guia son:

« Liderazgo tecnoldgico: comprender las tendencias del desarrollo de IA, apoyar
la investigacion, el desarrollo y la innovacién original.

« Distribucion de sistemas: establecer estrategias segtn la investigacion funda-
cional, las aplicaciones comerciales, el desarrollo tecnoldgico y el industrial.

« Dominio del mercado: se seguiran las reglas del mercado. La orientacién sera
hacia la aplicacion y la industria marcard las lineas tecnoldgicas y el desarrollo
de estandares comerciales, mientras el Gobierno guiard y regulara.

o Cddigo abierto y apertura: se alienta a compartir por cédigo abierto y promo-
ver el concepto de innovacion e innovacion conjunta.®

Entre las tareas especificas se enlistan: i) construir sistemas de innovacion cien-
tifica y tecnoldgica, abiertos y coordinados; ii) fomentar una economia inteligente y
eficiente; iii) construir una sociedad inteligente, segura y conveniente; iv) reforzar la
integracion civil-militar; v) construir un sistema de infraestructura inteligente, segu-
ro y eficiente; y vi) planificar una nueva generacion de grandes proyectos cientificos
y tecnoldgicos.”

Este plan, altamente técnico, sefiala objetivos estratégicos para 2020, 2025 Y 2030,
que incluyen avances en investigacion y teorias de IA, desarrollo de modelos, tecnolo-
gias y negocios. El énfasis esta en los escenarios de aplicacion (manufactura inteligente,
medicina inteligente, ciudades inteligentes, agricultura inteligente, defensa nacional,
etcétera) y el paulatino establecimiento del marco ético y juridico. Destaca que para
2030 las teorias, tecnologias y aplicaciones de IA deberan alcanzar un nivel de liderazgo
global, que convierta a China en el principal centro de innovacién de IA del mundo.”

El Plan IA 2017 se complementaria con otros mas especificos, centrados en areas
particulares del despliegue de IA. A continuacion se explican los primeros tres, enfo-
cados en la transformacion industrial y en la construccion de nueva infraestructura
publica especializada.

8. Para una traduccion en inglés, véase Graham Webster, Rogier Creemers, Elsa Kania y Paul Triolo,
«Full translation: China’s “New generation artificial intelligence development plan”», 2017, DigiChina,
disponible en https://tipg.link/_4p.

9. Véase Consejo de Estado, «Plan de desarrollo de la nueva generacién de inteligencia artificial»,
2017, disponible en https://tipg.link/l_sD.

10. Véase el «Plan de Desarrollo de la Nueva Generacion de Inteligencia Artificial», Consejo de Esta-
do, 2017. Disponible en https://tipg.link/l_sD.

11. Véase el «Plan de Desarrollo de la Nueva Generacion de Inteligencia Artificial», Consejo de Esta-
do, 2017. Disponible en https://tipg.link/l_sD.
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«Plan de accion trienal para impulsar el desarrollo industrial de la nueva
generacion de inteligencia artificial (2018-2020)» (2017)

El plan del Ministerio de Industria y Tecnologias de la Informacién (MIIT, por sus
siglas en inglés) enfatiza el uso de la IA para acelerar la industrializaciéon mediante
el apoyo a la infraestructura, elementos de la IA y escenarios de aplicacion. Entre
las tareas centrales destacaron: consolidar la base de software y hardware, a través
de sensores inteligentes, chips de redes neuronales y plataformas abiertas y de c6-
digo abierto; construir bases de datos para capacitar a la industria, plataformas de
servicios de propiedad intelectual, una infraestructura de red y sistemas de ciberse-
guridad; apoyar la exploracion, innovacion y aplicacion de la IA en todo el campo
industrial, la manufactura inteligente y el desarrollo de productos inteligentes como
autos, robots de servicio, drones, etcétera.”

«Plan de trabajo para indicar tareas clave de innovacion industrial
en la nueva generacion de inteligencia artificial» (2018)

El MIIT seleccioné entre candidatos autopropuestos a empresas e institutos de inves-
tigacioén con fuertes capacidades de innovacion, gran potencial de desarrollo y do-
minio de alguna tecnologia o area clave, a fin de que estos incentivaran a la industria
y a la academia, lideraran nuevos ecosistemas, apuntalaran la innovacion y el desa-
rrollo, rompieran «cuellos de botella», establecieran nuevas empresas y se volvieran
referentes.”

Para una transformacion empresarial exitosa a partir del uso de IA, se precisa que
las empresas conozcan los requisitos principales, practicas y cambios organizaciona-
les de experiencias positivas, es decir, el know how, porque el solo hecho de entender
la potencialidad de la IA resulta insuficiente (Silva Peres y otros, 2020: 220123). Tam-
bién se incluyd el fortalecimiento a la cooperacion interministerial y provincial, la
coordinacion industrial y la creacidn de clusteres especiales.

12. Véase «Plan de accién trienal para impulsar el desarrollo de la industria de la nueva genera-
cion de inteligencia artificial (2018-2020)», cac.gov, 26 de diciembre de 2015, disponible en https://tipg.
link/l_s5W, e «Interpretacion del Plan de Accién Trienal para el Impulso del Desarrollo de la Industria de
Nueva Generacion de Inteligencia Artificial (2018-2020)», cac.gov, 26 de noviembre de 2017, disponible
en https://tipg.link/l_sZ, del MIIT.

13. Véase MIIT, «Interpretacion del plan de trabajo para la presentacion de tareas clave para la inno-
vacion de la industria de la nueva generacion de inteligencia artificial», cac.gov, 15 de noviembre de 2018,
disponible en https://tipg.link/l_sV.
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«Guia para la planeacion y construccion de centros
de computacion inteligente» (2020)

Se senala la construccion de nueva infraestructura publica dedicada al procesamien-
to y andlisis de datos, mediante la utilizacién de técnicas avanzadas de la IA y com-
putacion de alto rendimiento para apuntalar el desarrollo de la economia digital,
las ciudades inteligentes y un ecosistema inteligente. Especifica que los centros de
computacion inteligentes, basados en las ultimas teorias de IA, proporcionan nueva
infraestructura publica para los servicios de computacion, de datos y de algoritmos,
lo cual es necesario para las aplicaciones de la industrializacion de la IA, la inteligen-
cia artificial industrial y la gobernanza inteligente.™

En sintesis, el «Plan de accion trienal internet + inteligencia artificial» sent6 las
bases para la innovacion, el Plan IA 2017 trazd las lineas generales y los subsecuentes
se centraron en acciones concretas. De esta forma, se apoy6 el establecimiento de
nueva infraestructura publica especializada para IA (con centros de computacion
inteligente, plataformas, bases de datos, sensores, etcétera) y se encauzd la transfor-
macion empresarial con IA (servicios especializados, coordinacién, innovacion y
aplicacion en la industria, know how, etcétera). Los resultados fueron inmediatos,
con grandes oportunidades, pero también conflictos.

Regulacion inicial: restrictiva y habilitadora

La proliferacion del uso de la inteligencia artificial por parte de empresas, usuarios e
instancias gubernamentales contribuy6 a que la economia digital china experimenta-
ra un gran crecimiento, pero también la propagacion de un mercado negro de datos
personales que dio pie a extorsiones, fraudes, chantajes, estafas, etcétera, por lo que el
Gobierno emprendio acciones para restablecer la estabilidad social. Una primera me-
dida fue reforzar la aplicaciéon del marco juridico existente y reformar instrumentos
de derecho penal, asi como la Ley de Proteccion al Consumidor y la Ley de Comercio
Electronico, entre otras (Creemers, 2022: 3-4).

En lo que respecta a medidas especificas sobre la gobernanza de la IA, el Go-
bierno opté tanto por medidas restrictivas como por habilitadoras. En cuanto a las
restrictivas, unas se dirigieron a empresas conflictivas y otras a contrarrestar abusos
gubernamentales. En el primer caso, el uso excesivo de IA en las redes sociales cred
un clima téxico, donde destacaba el rol de dos plataformas guiadas por algoritmos:
Néihdn duanzi (Bromas con significado profundo) y Jinri Toutido (Titulares de hoy). La

14. Véase Centro de Informacion del Estado, «Se publicaron oficialmente las directrices para la plani-
ficacién y construccion de centros de computacion inteligente», 26 de noviembre de 2020, disponible en
https://tipg.link/mBZ_.
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primera fue increpada por presentar contenido vulgar, violento y dafiino; la segunda,
por publicidad engaiosa y no respetar el orden de las noticias oficiales (asunto di-
rectamente relacionado con el control de informacién y la censura). De 2016 a 2018
hubo una critica oficial a ambas sin mayor respuesta, hasta que la Administracién del
Ciberespacio de China y la Administracion Nacional de Radio y Television llamaron
a sus representantes para que rectificaran y corrigieran su postura (Sheehan, 2024:
11-13).5

Zhang Yiming, fundador y CEO de ambas compaiiias, aunque antes habia subra-
yado que sus empresas no tenian la obligacion de inculcar valores, eliminé Neihdn
duanzi y reordené Jinri Toutido de acuerdo con los titulares nacionales. Zhang se
disculpé publicamente y se comprometié a integrar «los valores correctos» a la tec-
nologia y sus productos (Sheehan, 2024: 11-13).

En cuanto a las medidas para contrarrestar los abusos gubernamentales, un caso
sobresaliente fueron los escandalos provocados por proyectos piloto locales que qui-
sieron cambiar al sistema de confianza social. En un contexto empresarial caracteri-
zado por irregularidades y fraudes, este sistema fue, inicialmente, diseiado para per-
mitir que usuarios e instituciones averiguaran si empresas y sus representantes legales
habian infringido la ley. Sin embargo, algunos gobiernos locales establecieron pro-
yectos piloto para puntuar el comportamiento de individuos, lo cual fue fuertemente
rechazado por la sociedad y causé un escandalo internacional. Entonces, el Gobierno
central prohibi6 el uso de sistemas de puntuacion para castigar a los ciudadanos.”

En lo que respecta a medidas habilitadoras de la IA, estas alentaron la coordina-
cion institucional, la digitalizacién de datos gubernamentales y el establecimiento de
marcos éticos voluntarios.

En el primer rubro, se establecié la Oficina de Planeacion del Desarrollo y Pro-
mocion de la Nueva Generacion de Inteligencia Artificial bajo el Plan IA 2017, la cual
buscé coordinar tareas al mas alto nivel e investigar cuestiones prospectivas y estra-
tégicas, asesorar y evaluar decisiones centrales de politica ptblica.” En 2019, esta ofi-
cina instituy el Comité Profesional Nacional para la Gobernanza de la nueva gene-
racion de Inteligencia Artificial (Comité Profesional IA),” integrado por entes clave

15. Véase también «Open apology from CEO of Toutiao following the nan of Neihan Duanzi», Me-
dium.com, 16 de abril de 2018, disponible en https://tipg.link/l_sp.

16. Zhang crearia después las plataformas de videos cortos Douyin en China y TikTok a nivel interna-
cional, que causaron otra serie de controversias.

17. Véase Vicent Brussee, «China’s social credit system is actually quite boring», Merics, 29 de sep-
tiembre de 2021, disponible en https://tipg.link/l_49.

18. Véase el «Plan de Desarrollo de la Nueva Generacion de Inteligencia Artificial», Consejo de Esta-
do, 2017. Disponible en https://tipg.link/l_sD.

19. Véase «Desarrollo de una IA responsable: Principios para la gobernanza de la nueva generacién de
inteligencia artificial», most.gov, 17 de junio de 2019, disponible en https://tipg.link/l_5Q.
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como el Ministerio de Ciencia y Tecnologia, el Ministerio de Industria y Tecnologias
de la Informacién, la Comisién Nacional de Desarrollo y Reforma, la Administracion
del Ciberespacio de China y la Academia China de Ciencias Sociales.

También en 2019 se establecio el Grupo de Trabajo Especial sobre Gobernanza de
Aplicaciones, ente interinstitucional centrado en atender recomendaciones de orga-
nismos de proteccion al consumidor, el cual publicé varios instrumentos para revisar
la recoleccién de datos por parte de las aplicaciones mas usadas y propuso criterios
de evaluacion para guiar a los operadores al autoanalisis y la autocorreccioén de sus
practicas, como indica el Comité Técnico Nacional de Normalizacién de la Seguridad
de la Informacién (TC260).2°

La segunda accién habilitadora de la IA, que la benefici6 de forma indirecta pero
esencial a largo plazo, fue la apertura de los datos gubernamentales. Durante dos dé-
cadas, este proceso obedecid a requerimientos ciudadanos de transparencia, median-
te la apertura de datos sobre transporte, atencién médica, empleo, seguridad social,
geografia, cultura, educacidn, ciencia, tecnologia, medioambiente, supervision de la
seguridad, finanzas, etcétera. Para 2020, los procesos de digitalizacion y estandariza-
cién comenzaron a volver mas ttiles estos datos atn clasificados en miles de formas
diferentes. Las politicas publicas en la materia se acompafaron de instrumentos ju-
ridicos especificos sobre la divulgacién de la informacién gubernamental, su protec-
cién, almacenamiento y estandarizacion (Judrez, 2024).

La tercera medida habilitadora central y dentro de la autorregulacion fue la intro-
duccién de diversos marcos éticos voluntarios para la IA. Uno de ellos fue presentado
por el Comité Profesional IA: los «Principios para la gobernanza de la nueva gene-
racion de inteligencia artificial. Desarrollo de inteligencia artificial responsable», los
cuales instaron al desarrollo sano de una nueva generacion de IA, mejorar la coordi-
nacién entre desarrollo y gobernanza, afirmar la seguridad, confiabilidad y control de
la TA, promover el desarrollo sustentable, econémico, social y ecoldgico, asi como a
construir una comunidad con un futuro compartido para la humanidad.”

El rapido desarrollo y despliegue de la IA origind multiples discusiones entre el
publico, académicos, periodistas e industria. La investigaciéon de Mao y Shi-Kupfer
(2021) demostr6 que los debates se sustentaban en fuentes académicas europeas, es-
tadounidenses, en politicas globales sobre IA y ética, y versaban sobre sesgos algorit-
micos, usos discriminativos, responsabilidad, entre otros. Autores contrastan que, si
bien los principios éticos chinos priorizan la responsabilidad social y las relaciones

20. Véase TC260, «Guia de préctica de estdndares de ciberseguridad. Las aplicaciones de internet
movil (apps) recopilan y utilizan informacion personal», 2020, disponible en https://tipg.link/1_sj.

21. Véase «Desarrollo de una IA responsable: Principios para la gobernanza de la nueva generacion
de inteligencia artificial», MIIT, Ministerio de Industria y Tecnologias de la Informacién, disponible en
https://tipg.link/1_s5Q.
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comunitarias por sobre los derechos individuales, el discurso publico se enfocaba
mas en los individuos (Mao y Shi-Kupfer, 2021: 373 y 386; Roberts y otros, 2021: 68).

En resumen, en este periodo el Gobierno habilité el desarrollo de la IA a través de
la creacion de infraestructura publica especializada para ello, el apoyo a la transfor-
macién empresarial integral, la coordinacion institucional, la promocion de marcos
éticos voluntarios y la digitalizacion de datos abiertos del Gobierno. Las medidas
restrictivas fueron muy moderadas y dirigidas a casos especificos, como empresas
conflictivas y abusos gubernamentales concretos, asi como la reforma de instrumen-
tos juridicos existentes. Si bien estas buscaron proteger la estabilidad social y alentar
el desarrollo econémico, también contribuyeron a la censura y, sobre todo, resultaron
insuficientes.

Establecimiento del marco juridico
para la inteligencia artificial (2020 a 2025)

El uso de la IA seguia imparable en juegos, comercio electrénico, economia colabo-
rativa y redes sociales. La proliferacion de aplicaciones capaces de modificar rostros
y voces en videos (deepfakes) intensifico los debates sobre la ética de la IA, sus po-
tenciales usos indebidos y sus implicaciones para la propiedad intelectual. Paralela-
mente, investigaciones periodisticas revelaron las arduas condiciones laborales im-
puestas por algoritmos a los repartidores, lo que generd una gran indignacién publica
(Sheehan, 2024: 15 y 25).

En 2019, el Comité Profesional IA analiz6 la gobernanza de la IA para alentar su
desarrollo sano, area en la que destaca la necesidad de comprender su integracion
con la sociedad, sus problematicas actuales y futuras. Para esto, atendi6é al marco
ético y juridico internacional, centrdndose en el monopolio de datos, la discrimina-
cion algoritmica, el abuso inteligente, el fraude por deepfakes, el envenenamiento de
datos, la proteccion de la privacidad, ética y moralidad, las operaciones inteligentes
desiguales, entre otros. Decidi6 enfocarse en la coordinacion del desarrollo con la
regulacion, la prevencion y la respuesta a riesgos; la formacién de una red de pla-
taformas de IA nacionales, locales, universitarias y empresariales, para reforzar la
retroalimentacion y expandir intercambios y cooperacion internacionales.>

A fines de 2019, el Gobierno central comenzd una reforma integral de la economia
digital que abarco multiples dreas como la ciberseguridad, protecciéon de datos, co-
mercio electrdnico, juegos en linea, criptoactivos, asi como la inteligencia artificial.”

22. Véase «Se celebro la primera reuniéon del Comité Profesional Nacional para la Gobernanza de la
Nueva Generacion de Inteligencia Artificial», most.gov, 28 de marzo de 2019, disponible en en https://
tipg.link/l_sc.

23. Véase Rogier Creemers, Johanna Costigan, Paul Triolo, Tom Nunlist, Lauren Dudley, Mei Da-
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Se conform¢é un nuevo marco juridico con tres leyes centrales: la Ley de Cibersegu-
ridad de la RPC (2017), la Ley de Seguridad de los Datos de la RPC (2021) yla Ley de
Protecciéon de la Informacion Personal de la RPC (2021). Cada una afect6 al desplie-
gue de la TA en sus materias concernientes, volviéndose los referentes principales de
los instrumentos especificos que regulan la IA. A continuacion se analizara, primero,
como las regulaciones restringen el uso de la IA, y después cdmo la habilitan. Se hara
una revision rapida del marco central, para enfocarse mayormente en los instrumen-
tos especificos.

Medidas restrictivas de la inteligencia artificial

Desde el punto de vista gubernamental, el desasosiego causado por la IA precisaba
medidas que brindaran estabilidad social al beneficiar a sus usuarios y al controlar
cierta informacién. Un eje central de la regulacion de la economia digital fue prote-
ger la privacidad y los datos personales; con el Codigo Civil de la RPC y la Ley de
Proteccidon de la Informacion Personal de la RPC se sentaron las bases generales y se
otorgaron nuevos derechos.

El Cédigo Civil de la RPC establece los derechos de la personalidad (articulo
990), derecho a la privacidad (articulo 1032), derecho a la imagen (articulo 1018),
entre otros; la proteccion de datos personales en registros electrénicos (articulo 1034)
y su tratamiento bajo los principios de legitimidad, justificacién y necesidad (articulo
1035), y el consentimiento necesario para su transmision (articulo 1038); la confi-
dencialidad de informacién por autoridades encargadas (articulo 1039), etcétera. En
lo que respecta a la toma de decisiones automatizada a través del uso de datos per-
sonales, el encargado del tratamiento debera garantizar la transparencia, equidad e
imparcialidad; y si esta tuviera un impacto importante en los derechos e intereses de
una persona, esta tendra derecho a solicitar explicaciones y también podra negarse a
ella (articulo 24).

La Ley de Proteccion de la Informacién Personal de la RPC se inspir6 en el Re-
glamento General de Proteccion de Datos de la Unién Europea, y establece ciertos
principios al respecto: la proteccion de datos personales bajo los principios de licitud,
legitimidad, necesidad y buena fe (articulo 5); el procesamiento debera ser claro, mi-
nimo y con propdsito razonable (articulo 6) y precisa del consentimiento (articulo
13) voluntario e informado (articulo 14); el tratamiento debera ser bajo los principios
de apertura, transparencia sobre métodos, fines y alcance (articulo 7); queda pro-
hibido recolectar, usar, procesar o transmitir ilegalmente la informacién personal
(articulo 10), etcétera.

nowski, Martin Chorzempa, Karman Lucero y Seaton Huang, «Is China’s tech “crackdown” or “rectifica-
tion” over?», DigiChina, 25 de enero de 2023, disponible en https://tipg.link/l_4D.
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En cuanto a los instrumentos que regulan especificamente a la IA, a continuacién
destacamos los cuatro principales.

Disposiciones de algoritmos

«Disposiciones de gestion de las recomendaciones algoritmicas en servicios de infor-
macion de internet» (Disposiciones de algortimos), publicado el 31 de diciembre de
2021y vigente desde el 1 de marzo de 2022.>* Su objetivo es estandarizar las actividades
de recomendacion algoritmica, proteger el interés nacional y el publico, los derechos
e intereses de ciudadanos y personas juridicas (articulo 1), bajo los principios de
equidad y justicia, apertura y transparencia, ciencia y razdn, sinceridad e integridad
(articulo 4). Con el uso de tecnologia de recomendacién algoritmica se refiere al uso
de tipo generativo o sintético, de recomendacién personalizada, de clasificacion y se-
leccion, de filtro de busqueda, de envio y toma de decisiones, entre otras (articulo 2).

Para proteger a los usuarios se prohiben modelos que sobrelleven a la adiccién o
al consumo excesivo (articulo 8), dar trato diferenciado en precios a consumidores
(articulo 21) y etiquetarlos con palabras dafiinas (articulo 10). Se faculta a los usua-
rios para prescindir de los servicios de recomendacién y poder borrar sus etiquetas
personales; si sus servicios tienen una implicacién mayor en sus derechos e intereses,
los responsables deben dar explicaciones y tienen también responsabilidad juridica
(articulo 17). Se alienta a optimizar la transparencia y la explicabilidad en busquedas,
categorias, etcétera (articulo 12), y se hace obligatoria la atencion a quejas (articulo
22). Los proveedores de servicios son responsables de la seguridad del sistema y de
los datos (articulo 7).

Al proveer servicios a menores de edad, es obligatorio proteger su informacién
conforme a derecho e informarlos de forma favorable a su bienestar mental y fisico
(articulo 18); también deben proveerse servicios seguros a las personas de la tercera
edad (articulo 19). En cuanto a los trabajadores de la economia colaborativa cuyas
ordenes de trabajo se determinen por recomendaciones algoritmicas (por ejemplo,
los repartidores), deben protegerse sus derechos e intereses, como remuneracion,
jornada, recompensas, descanso, etcétera (articulo 20).

24. Véase Administracion del Ciberespacio de China, Ministerio de Industria y Tecnologias de la
Informacién, Ministerio de Seguridad Publica y Administracion Estatal de Regulacion del Mercado,
«Disposiciones de gestion de las recomendaciones algoritmicas en servicios de informacién de Inter-
net», 2022, disponible en https://tipg.link/l_53.

25. Cabe anotar que los instrumentos especificos sobre IA hacen referencia a los valores socialistas
esenciales que son: i) para la nacién: prosperidad, democracia, civilidad, armonia; ii) para la sociedad:
libertad, igualdad, justicia, gobierno de acuerdo con la ley; iii) para el individuo: patriotismo, dedica-
cion, integridad, amistad.
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En cuanto al control de la informacidn, se hace obligatorio marcar la informa-
cion sintética (articulo 9); se prohibe generar o diseminar noticias falsas (articulo
13), informacion dafina (articulo 6) o manipular recomendaciones para influir en la
opinién publica (articulo 14). Se debe solicitar permiso para ser proveedor de noti-
cias politicas (articulo 13) y se alienta a priorizar valores comunes y encauzar hacia el
bien (articulo 7).

Se ordena el establecimiento de un sistema de registro de seguridad de algorit-
mos diferenciado por grados y categorias, segun si sus proveedores pueden alterar
la opinién publica o movilizar a la sociedad, o por su tipo de contenido, niimero de
usuarios, importancia de datos, interferencia en las actividades de los usuarios, etcé-
tera (articulo 23).

Dentro de la regulacion diferenciada, los proveedores de servicios de recomenda-
cién algoritmica capaces de alterar la opinién publica o movilizar a la sociedad (big
tech) deberan registrar el tipo de servicio, el ambito de aplicacidn, el tipo de algoritmo,
el contenido que se pretende publicar, etcétera, asi como presentar un informe de au-
toevaluacion del algoritmo (articulo 24) y una evaluacion de seguridad (articulo 27).

Disposiciones de deep synthesis

«Disposiciones sobre la administraciéon de tecnologias de sintesis profunda en ser-
vicios de informacion basados en internet», publicada el 25 de noviembre de 2022, y
vigente desde el 10 de enero de 2023.*° El objetivo de este instrumento es fortalecer
la administracion de estos servicios de informacién (articulo 1), donde el concepto
de tecnologias de sintesis profunda (deep synthesis) se refiere al uso de tecnologias que
emplean algoritmos de secuenciacion generativa para crear o editar texto, voz, ima-
genes, audio, video, escenas virtuales u otras (articulo 23).

Para la proteccion de los usuarios, los proveedores de sus servicios deberan veri-
ficar la identidad real de estos (articulo 9). Cuando se edite informacion biométri-
ca como caras y voces, el usuario debera notificar y conseguir el consentimiento de
los individuos cuya informacion personal se edita (articulo 14). Los proveedores de
servicios asumirdn la responsabilidad principal de la seguridad de la informacién
(articulos 7, 13 y 15).

En lo que respecta al control de informacion, se adjuntaran simbolos a lo produ-
cido o editado (articulo 16) y cuando estos puedan causar confusion en el publico,
deberan colocarse marcas visibles (articulo 17); se prohibe eliminarlas (articulo 18).
Deberan establecerse mecanismos para repeler rumores y reportar noticias falsas

26. Véase Administraciéon del Ciberespacio de China, Ministerio de Industria y Tecnologias de la In-
formacién y Ministerio de Seguridad Publica, «Disposiciones sobre la administracién de deep synthesis
en servicios de informacién basados en Internet», 2023, disponible en https://tipg.link/l_s8.
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(articulo 11), asi como para aceptar y atender quejas de usuarios (articulo 12). Los
proveedores deberan gestionar el contenido (articulo 10).

También, dentro de la regulacion diferenciada, se obliga el registro de proveedo-
res de servicios con capacidad de movilizacion social (articulo 19), quienes deben
realizar evaluaciones de seguridad (articulo 20) y deberan ser inspeccionados por
autoridades competentes (articulo 21).

Medidas de inteligencia artificial generativa

«Medidas provisionales para los servicios de inteligencia artificial generativa», publi-
cada el 10 de julio de 2023, vigente desde el 15 de agosto de ese mismo afio.” Aunque
los servicios de inteligencia artificial generativa ya sea habian regulado en «Dispo-
siciones de deep synthesis», este documento fue consecuencia de la presentacion, en
noviembre de 2022, de ChatGPT 3.5 de OpenAl, el cual no opera en China porque no
cumple con el marco juridico local.

Su objetivo es promover el desarrollo sano y el uso regulado de la IA generativa
(articulo 1), definida como modelos y tecnologias relevantes que tienen la habilidad
de generar contenido como textos, imagenes, audio o video. Su dambito de aplicacion
se restringe a quienes presten servicios al publico general, por lo que quedan exentos
la investigacion y el desarrollo (articulo 2) y, por ende, su uso entre industrias.

Para proteger a los usuarios, estos deberan ser informados, desde el punto de vista
cientifico y juridico, sobre los servicios ofrecidos (articulo 10); se deberdn emplear
medidas efectivas para evitar que los menores de edad se vuelvan adictos a sus ser-
vicios (articulo 10); se protegera la confidencialidad de la informacion, evitando re-
colectar informacion personal innecesaria y dando permiso al usuario para acceder,
reproducir, modificar, complementar o eliminar su informacién personal (articulo
11); y se estableceran mecanismos para atencion de quejas (articulo 15).

En la provision y uso de servicios destacan las siguientes obligaciones: emplear
medidas efectivas para evitar la creacion de discriminacidn por raza, etnia, fe, na-
cionalidad, regién, sexo, edad, profesiéon o salud; respetar derechos de propiedad
intelectual; respetar los derechos e intereses de las personas y no poner en peligro
su bienestar fisico ni psicoldgico, ni vulnerar imagen, reputacion, honor, privacidad
e informacién personal; emplear medidas eficaces para aumentar la transparencia,
precision y fiabilidad del contenido generado (articulo 4).

27. Véase Administracion del Ciberespacio de China, Comision Nacional de Desarrollo y Reforma,
Ministerio de Educacion, Ministerio de Ciencia y Tecnologfa, Ministerio de Industria y Tecnologias de
la Informacién, Ministerio de Seguridad Publica y Administracion Estatal de Radio y Television, «Me-
didas provisionales para los servicios de inteligencia artificial generativa», 2023, disponible en https://
tipg.link/l_s1.
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En cuanto al control de informacion, los proveedores de servicios son responsa-
bles del contenido de la informacion en linea y deben obedecer las obligaciones de
seguridad (articulo 9). Desde el ambito de la regulacién diferenciada, los proveedo-
res de servicio con capacidad de movilizacion social deben realizar evaluaciones de
seguridad de acuerdo con las disposiciones de algoritmos (articulo 17). Segin Matt
Sheehan, el sistema de registro de algoritmos se ha vuelto un componente esencial del
régimen de gobernanza de IA (2024: 25).

Medidas de reconocimiento facial

«Medidas para la gestion de la seguridad de las aplicaciones de tecnologia de reco-
nocimiento facial», publicada el 21 de marzo de 2025 y vigente desde el 1 de junio de
ese mismo afo.”® Su objetivo es regular el uso de tecnologia de reconocimiento facial
para tratar la informacion facial y garantizar la proteccién de derechos, intereses e
informacion de los individuos (articulo 1), mediante un uso especifico y necesidad
suficiente, por medio de métodos que tengan el menor impacto y provean una pro-
teccidn estricta (articulo 4).

Se precisa el consentimiento previo (articulo 6) e informado (articulo 5), en obe-
diencia a los instrumentos relativos al tratamiento de datos de menores (articulo 7).
Con fines de seguridad, la informacién recabada no debe estar en linea (articulo 8).
Se prioriza evitar el uso de esta tecnologia cuando existan alternativas que logren el
mismo proposito; se deben garantizar métodos razonables para quienes no la acep-
ten. No obstante, su aplicacion prevalecera cuando asi lo establezcan otras disposi-
ciones juridicas para la verificacion de identidad (articulo 10).

Se instalaran equipos en lugares publicos para mantener la seguridad publica, el
area de recopilacion de informacion facial se determinara razonablemente de acuer-
do con la ley y se colocara sefalizacion destacada. Se prohibe instalar esta tecnolo-
gia en espacios privados como habitaciones de hotel, vestuarios y bafos publicos
(articulo 13). Cabe sefalar que la investigacion y el desarrollo quedan exentos de este
instrumento (articulo 2).

Medidas habilitadoras de la inteligencia artificial

Durante los casi tres afos de reformas, el Gobierno chino buscd reordenar la eco-
nomia digital e integrarla con la economia real; al mismo tiempo, la IA gané cada
vez mas relevancia internacional y Estados Unidos le impuso a China una serie de
restricciones para detener su avance en la materia. Para Beijing la soluciéon de ambas

28. Véase Administracion del Ciberespacio de China y Ministerio de Seguridad Publica, «Medidas
para la gestion de la seguridad de las aplicaciones de tecnologia de reconocimiento facial», 2025, dispo-
nible en https://tipg.link/l_s0.
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complicaciones fue establecer medidas para regular la economia digital y redirigir la
IA hacia las empresas y la industria.

Contexto internacional: mds restricciones a la IA en China

Los paises mas desarrollados protestaron por los planes tecnoindustriales chinos
que detallaron sus metas de liderazgo mundial tecnoldgico, como el Plan de IA 2017
(Zenglein y Holzmann, 2019: 8). En particular, Estados Unidos comenzé una gue-
rra comercial y tecnologica que se centrd en evitar el dominio chino en tecnologias
emergentes, COmo l[aIA.>»

Desde 2018, Estados Unidos comenzé a analizar el posible impacto en la seguridad
nacional de las tecnologias emergentes como la IA* y, en 2021, la ubicé entre los sec-
tores tecnoldgicos capaces de determinar si Estados Unidos permanece como el lider
mundial o si es eclipsado, y designé a China como su competidor estratégico primario.”

Desde entonces, Estados Unidos ha incrementado la forma y el alcance de las
restricciones a China, subrayando los controles a la exportacién de computacién
avanzada y semiconductores que son esenciales en la infraestructura de la IA. En
2022 les restringid la adquisicién y manufactura de chips de alta gama para evitar sus
posibles usos militares;*> los Paises Bajos, Japén y Corea también se vieron obligados
a observar estos lineamientos. En 2023, una orden ejecutiva restringio las inversiones
estadounidenses en semiconductores, microelectrénica, tecnologias de informacion
cuantica e IA en paises motivo de preocupacion® y se endurecieron las medidas para
la compra y manufactura de chips.>* En 2024 se establecieron mads restricciones a la
inversion estadounidense en IA y semiconductores en China.”

29. Theresa Hitchens, «“Game on”: Raimondo calls for beefing up tech», Breaking Defense, 2024, dis-
ponible en https://tipg.link/l_4M.

30. Véase Department of Commerce y Bureau of Industry and Security, «Review of controls for cer-
tain emerging technologies», 2018, disponible en https://tipg.link/l_sH.

31. Véase National Counterintelligence and Security Center, «Protecting critical and emerging U.S.
technologies from foreign threats», 2021, disponible en https://tipg.link/l_sg.

32. Véase Bureau of Industry and Securit, «Commerce implements new export controls on advanced
computing and semiconductor manufacturing items to the People’s Republic of China (PRC)», 2022,
disponible en https://tipg.link/l_59.

33. Véase Department of the Treasury, «Fact sheet: President Biden issues executive order addressing
United States investments in certain national security technologies and products in countries of con-
cernv, 2023, disponible en https://tipg.link/l_sI.

34. Véase Bureau of Industry and Security, «Commerce strengthens restrictions on advanced com-
puting semiconductors, semiconductor manufacturing equipment, and supercomputing items to coun-
tries of concern», 2023, disponible en https://tipg.link/mDJp.

35. Véase «Additional Information on Final Regulations Implementing Outbound Investment Execu-
tive Order (E.O.14105)», treasury.gov, 28 de octubre de 2024, disponible en https://tipg.link/l_sL.
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Dado el impacto de las disposiciones estadounidenses sobre el ecosistema tec-
noldgico chino, el Gobierno alenté a sus empresas tecnoldgicas a invertir, innovar
y desarrollar tecnologias duras y centrales, como semiconductores, GPU avanzados,
baterias para autos eléctricos, inteligencia artificial, computacién cuantica y en todos
aquellos sectores tecnoldgicos donde el pais tuviera un atraso global o donde pudiera
haber mas impactos por estas restricciones.* Este énfasis en la autosuficiencia, que
ya se abogaba desde 2006, se volveria atin mas central en el caso de la inteligencia
artificial.

Medidas habilitadoras

Con el establecimiento del marco juridico de la economia digital, la Ley de Ciberse-
guridad de la RPC (2017) recibié un nuevo empuje. Sus disposiciones sobre la adop-
cién de medidas técnicas y organizativas para mantener la seguridad de la red y su
estabilidad operativa, asi como en la preservacion de la integridad, el secreto y la
usabilidad de los datos en linea, fortalecieron a la economia digital y beneficiaron
directamente a la infraestructura y los elementos de la IA.

Por su parte, la Ley de Seguridad de los Datos de la RPC (2021) se expidio, pre-
cisamente, con el doble objetivo de proteger la seguridad de los datos y estandarizar
su procesamiento, asi como de promover el desarrollo de datos y su uso (articulo 1),
particularmente, en el area industrial (articulo 13). Por datos se refiere a cualquier
informacion registrada electrénicamente o de otra forma (articulo 3).”

En un respaldo integral, el Estado se compromete a la educacion de toda la so-
ciedad sobre la seguridad de los datos y la promocién de su desarrollo (articulo 9),
lo que incluye la educacién e investigacion cientifica (articulo 20). Con el desarrollo
de datos y su uso busca incrementar la transformacion inteligente de los servicios
publicos, tomando en cuenta las necesidades de adultos mayores y personas con ca-
pacidades diferentes (articulo 15).

En lo que respecta al apoyo al mercado digital, remarca el papel de los datos y la
coordinacion interinstitucional. En el primer caso, se reitera la designacion de los
datos como factor de produccion de la economia digital y la obligacion estatal de
asegurar su uso legitimo y su libre circulacién (articulo 7), sin perjudicar la seguridad
nacional, el interés publico y los derechos e intereses de individuos y organizaciones
(articulo 8). Se obliga a incrementar el caracter cientifico, la precision y la eficacia de
los datos abiertos del Gobierno para volverlos mas ttiles al desarrollo econémico y

36. Véase Rogier Creemers, Johanna Costigan, Paul Triolo, Tom Nunlist, Lauren Dudley, Mei Da-
nowski, Martin Chorzempa, Karman Lucero y Seaton Huang, «Is China’s tech “crackdown” or “rectifica-
tion” over?», DigiChina, 25 de enero de 2023, disponible en https://tipg.link/l_4D.

37. Se deduce que se incluyen datos industriales, datos no personales, datos abiertos del Gobierno y
datos personales.
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social (articulo 37), para lo cual utilizara catdlogos y plataformas (articulo 42). Y en
el segundo, establece una coordinacién institucional sobre la seguridad de los datos
a nivel nacional (articulo 5), mientras cada localidad y departamento es responsable
por los datos recolectados, creados y su seguridad (articulo 6).

En cuanto a la industria, el Estado se compromete a implementar una estrategia
de big data, a la construccion de infraestructura de datos y a alentar su aplicacion in-
novadora en todas las industrias y todos los campos (articulo 14). Ademas de apoyar
la investigacion sobre el desarrollo de datos, su uso y las tecnologias de seguridad de
datos, estimula su difusion, su innovacion comercial y el desarrollo de productos y
sistemas para la industria (articulo 16), asi como promover la construccion de estan-
dares técnicos y de seguridad con el apoyo de empresas y academia (articulo 17) para
facilitar su interoperabilidad.

En el mismo tema del respaldo a la industria, las «Medidas provisionales para
los servicios de inteligencia artificial generativa» son un caso destacado. Desde que
su proyecto normativo fue abierto a consulta publica en abril de 2023, se vislumbré
como técnicamente complejo, porque solicitaba que los proveedores garantizaran la
autenticidad, exactitud, objetividad y diversidad de los datos utilizados. Esto generd
una fuerte oposicion del sector empresarial, considerandolo una carga excesiva que
obstaculizaria la innovacion. Entonces, el Gobierno suprimio6 las secciones mas con-
troversiales (Zhang, 2025).®

Asi, el instrumento vigente establece que las actividades vinculadas al preentre-
namiento, el entrenamiento de optimizacion y la gestién de datos deben ajustarse a
la legislacion aplicable, lo que incluye el uso de fuentes legitimas, el respeto a la pro-
piedad intelectual y la informacion personal, ademas de la adopcién de medidas que
favorezcan la calidad, veracidad, precision, objetividad y diversidad de los datos de
entrenamiento (articulo 7).

Enfatiza, de igual manera, el desarrollo y la seguridad, al fusionar la promocién
de la innovacién con la gobernanza de acuerdo con la ley (articulo 3), alienta la apli-
cacién innovadora de la IA generativa a cada industria y campo, con la creacién de
contenido edificante y la optimizacién de los escenarios de uso en la construccion de
un ecosistema de aplicaciones (articulo 5).

Se promueve la innovacion independiente en tecnologias basicas para la IA gene-
rativa, como algoritmos, chips, plataformas de software, etcétera; el establecimiento
de infraestructura y plataformas publicas de recursos de datos de entrenamiento; la
colaboracion y el intercambio de recursos de algoritmos para optimizar su uso; la
apertura ordenada de datos publicos, asi como la adopcidn segura y fiable de chips,
software, herramientas, potencia computacional y recursos de datos (articulo 6).

38. Véase también Angela Zhang, «China has too much invested in AI to smother its development»,
Nikkei Asia, 2023, disponible en https://tipg.link/1_4z.
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Otro instrumento habilitador de la inteligencia artificial es la autorregulacion sec-
torial, donde el Gobierno alienta a las organizaciones sectoriales a formular estanda-
res de conducta, normas, fortalecer la autodisciplina sectorial, supervisar y orientar
a los proveedores de servicios en cuestiones técnicas, juridicas, organizativas, éticas,
etcétera. Esta medida se establece en la Ley de Seguridad de los Datos de la RPC
(articulo 10), en las disposiciones de algortimos (articulo 5) y en las disposiciones de
deep synthesis (articulo 5).

En resumen, en el establecimiento del marco juridico paralaIA, el Gobierno prio-
rizo la estabilidad a la sociedad, mediante la restriccion de su uso indiscriminado
en beneficio de los usuarios, pero también a través del control de la informacion,
lo que increment6 la censura. Mientras tanto, la IA gané relevancia internacional
y el Gobierno de Estados Unidos impuso una serie de restricciones para detener el
avance chino. Entonces Beijing, al reordenar y alentar la economia digital, estable-
ci6 medidas habilitadoras de la IA, redirigiéndola hacia la industria y exhortando la
autosuficiencia.

Reenfoques de la estrategia

En 2022, China reenfocé su estrategia sobre seguridad y economia, lo que afectd
directamente a la IA. En el primer punto, el Gobierno present6 el concepto de se-
guridad nacional integral que, ademads de incluir a la seguridad politica, territorial,
militar y econdmica, también incluy¢ a la ciberseguridad, la seguridad tecnoldgica,
ecologica, de recursos, nuclear, bioseguridad, espacial, entre otras. Con ello, surgié
un campo de estudio transdisciplinario con recursos, programas y centros de inves-
tigacion especializados (Drinhausen y Legarda, 2022: 10-11).

Un caso destacado es Chinese Al Safety Network, plataforma de cooperacién
nacional e internacional sobre la seguridad de la IA y su ciberseguridad, en la que
concurren universidades (como Tsinghua y Beijing), centros de investigaciéon pu-
blica (como la Academia China de Tecnologias de Informacién y Comunicacién, y
la Academia China de Ciencias), grandes compaiias (como Alibaba, Ant Group) y
entes especializados (como Shanghai Al Lab, Beijing Academy of Al, Beijing Institute
of AI Safety and Governance), entre otros.*

El Gobierno chino presentd una serie de documentos a nivel internacional* para
promover un consenso global sobre la gobernanza de la seguridad de la IA, que pre-
viniera y mitigara, de forma efectiva, riesgos relacionados con la seguridad de la IA

39. Para mds informacidn, véase el sitio web de la Chinese AI Safety Network, disponible en https://
tipglink/1_4A.

40. Por ejemplo, la Iniciativa de Gobernanza Global de la TA de 2023, la Declaracién de Shanghai
sobre la Gobernanza Global de la TA de 2024, etcétera.
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(AI safety), como sesgos, riesgos sistémicos, dafios inintencionales, al tiempo que
mantuviera un enfoque centrado en las personas y se centrara en desarrollar la TA
para el bien comun. A nivel nacional, se materializaron en documentos como el Al
Safety Governance Framework,* asi como una serie de estdndares para reforzar tanto
la ciberseguridad de la IA como su seguridad.

Paul Triolo remarca que, en la actualidad, la comunidad de la seguridad de la IA
china enfoca su atencién en como establecer normas aceptables internacionalmente
sobre el despliegue de modelos de IA avanzados y cual deberia ser el balance entre
regulacion y adopcion de la IA en la economia.*

En cuanto a la economia, esta se vio afectada por multiples crisis derivadas de
las olas regulatorias, la pandemia, las restricciones estadounidenses, etcétera. Por tal
razon, la nueva politica industrial integral, denominada Nueva Industrializacion,
manifiesta el énfasis gubernamental de apuntalar la transformacién y moderniza-
cién de todo el panorama industrial para 2035 a través de las nuevas tecnologias de
la informacion, a fin de crear nuevos modelos de producciéon, de negocio y nuevas
formas de crecimiento econémico. La creciente importancia de la IA ha convertido
a la politica industrial de la inteligencia artificial en una herramienta central para la
transformacion de la industria (Juérez, 2025: 304-306).

Entre los multiples instrumentos de politica publica destacan el Plan Inteligencia
Artificial+, que es una guia de accion para integrar la IA a la industria manufacturera
y la de servicios, desplegar el internet industrial a gran escala, construir mas ciudades
inteligentes y empoderar a las pequefias y medianas empresas;* y el «Plan de accion
para impulsar la inteligencia artificial para potenciar la Nueva Industrializacién»
proyecta concretar la manufactura inteligente, modernizar industrias clave, desarro-
llar productos inteligentes, fortalecer el sistema de manufactura industrial, ademas
de coordinar el desarrollo con la seguridad a un alto nivel.#

Estas politicas publicas se instrumentalizan a través de estandares que establecen
requisitos y normas técnicas de productos y servicios para facilitar la interoperabi-
lidad. Un instrumento de politica publica particularmente importante en la materia
son los «Lineamientos para la construccion de un sistema integral de estandarizacion
de la industria nacional de inteligencia artificial» (2024), cuyo objetivo es fortalecer

41. Véase TC260, «Al Safety Governance Framework», 2024, disponible en https://tipg.link/l_sk.

42. Véase Paul Triolo, «China set to lead global effort on AT safety?», AIStackDecrypted, 2025, dispo-
nible en https://tipg.link/l_gh.

43. Véase «Reporte de trabajo de Gobierno», gov.cn, 12 de marzo de 2024, disponible en https://tipg.
link/l_4r, y Noticias de Beijing, «;Qué+? ;C6mo+? Lee en un articulo el significado de Al+ en el reporte
de Gobierno», baidu.com, 11 de marzo de 2024, disponible en https://tipg.link/l_4T.

44. Véase «Relacion con el sector inmobiliario, la reduccién y la IA para potenciar la Nueva Indus-
trializacién». Disponible en https://tipg.link/l_ss. Véase también «Reunién informativa periddica sobre
politicas del Consejo de Estado», Consejo de Estado, 2024. Disponible en https://tipg.link/l_sE.
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la planificacion sistematica de la estandarizacion de la IA, coordinar el desarrollo con
la seguridad, armonizarlos en toda la cadena industrial e incentivar su investigacion.
Los escenarios de aplicacion incluyen ciudades inteligentes y la transformacion inte-
ligente de la agricultura, energia, protecciéon del medioambiente, finanzas, logistica,
educacion, atencion médica, transporte, entre otros.” Si bien parece haber un equili-
brio entre desarrollo econémico y seguridad, la confrontacion geopolitica llevé al Go-
bierno chino a anteponer la seguridad a la economia (Naughton, Xiao y Xu, 2023: 7).

El efecto DeepSeek

Tras estas restricciones, las empresas chinas precisaron rearmar cadenas completas
de suministros, dentro de lo que la innovacién fue un elemento esencial tanto para
crear soluciones tecnoldgicas propias, sustitutas de productos y servicios estadouni-
denses, como para ajustarse a las exigencias de Beijing de apoyarse mds en provee-
dores nacionales. De esta manera, se ha construido un mercado chino mas indepen-
diente de los extranjeros.*

Un ejemplo destacado es la compaiiia DeepSeek, con su modelo de lenguaje de
gran tamafo R1 que sorprendié al mundo, en enero de 2025, por su excelencia. Cons-
truido con un costo muy por debajo de sus rivales estadounidenses, presenta un des-
empeiio a la par de estos (como la version o1 de OpenAl). Al ser un codigo abierto
(open-weight) permite tanto su estudio detallado como construir sobre el mismo, lo
cual lo diferencia de los modelos de cddigo cerrado, que son «cajas negras». También
ha demostrado un desempefio técnico muy sobresaliente, porque carecia de acceso
a los mejores chips para IA. Este caso demostré que la distancia entre China y Esta-
dos Unidos en la carrera por la IA se ha acortado significativamente (Gibney, 2025a:
13-14).

Si bien DeepSeek no fue resultado directo de las politicas industriales y su equipo
de cientificos chinos trabaja en la inteligencia artificial general, ajeno a los objetivos
gubernamentales,¥ a nivel nacional esta compaiiia ha desencadenado un movimien-
to organico que Paul Triolo denomina el «efecto DeepSeek»,* porque reavivo el eco-
sistema nacional de IA: acerco al Gobierno con las empresas, impulso el lanzamiento

45. Véase «Lineamientos para la construccién de un sistema integral de estandarizacion de la indus-
tria nacional de inteligencia artificial», MIIT, Ministerio de Industria y Tecnologias de la Informacién,
disponible en https://tipg.link/l_5U.

46. Véase «The Evolution of China’s Semiconductor Industry under U.S. Export Controls», de Paul
Triolo (2024). American Affairs Journal. Disponible en https://tipg.link/l_4b.

47. Caso similar a otras compaiias chinas como las desarrolladoras de juegos, entre las que destaca
Game Science, creadora del exitoso Black Myth: Wukong en 2024.

48. Véase Paul Tiriolo, «The DeepSeek effect: Al ecosystem on fire», AIStackDecrypted, 2025, dispo-
nible en https://tipg link/l_4g.
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de nuevos y mejores modelos, reactivd la inversién y mejord el estatus internacional
del desarrollo tecnoldgico chino.

Para Triolo, el ecosistema chino de IA esta convirtiéndose en un sector de cédigo
abierto/peso (open source/weight sector), lo cual posibilita su aplicaciéon en multiples
plataformas, bajar los costos, impulsar el crecimiento econémico y obtener un bene-
ficio estratégico. Aflade que una consecuencia mas revolucionaria, pero mas incierta,
seria que las empresas chinas de IA, de hardware, como Huawei, y de software, como
DeepSeek, se unieran para desarrollar un ecosistema totalmente independiente del
estadounidense.

Para concluir, en la actualidad la poblacién china muestra un nivel de confianza
en la IA del 87%* El sector empresarial atin alcanza éxitos tecnoldgicos a pesar de las
restricciones. Por ejemplo, en 2023 se crearon cincuenta y seis unicornios (empre-
sas emergentes valuadas en mas de mil millones de délares estadounidenses), lo que
equivale a una por semana.* Segun The Al index 2024 annual report, de la Universi-
dad de Stanford, China es lider en publicaciones sobre IA en revistas especializadas,
asi como en la obtencién de patentes en la materia (Maslej y otros, 2025: 34y 44). Un
articulo de Nature destaca que el modelo R1 de DeepSeek es uno de los mejores mo-
delos en términos de balance entre habilidad y costo y ha comenzado una revolucion
(Gibney, 2025b).

La gobernanza de la economia digital sigue en transformacion constante. Hay una
nueva ola de politicas publicas centradas en problemas presentes y futuros que incen-
tivan el uso de la IA en escenarios de aplicacién, mismas que, seguramente, se com-
plementaran con instrumentos normativos y estandares.” Se trabaja en proyectos de
infraestructura para hacer asequible la energia necesaria y el poder computacional
para la IA. Se promocionan nuevas campanas para la alfabetizacion digital de la po-
blacién en general, para la transformacién con IA de pequefias y medianas empresas,
para limpiar el ciberespacio de noticias falsas y fraudes, aunque también persiste la
censura. Si bien los instrumentos restrictivos estadounidenses buscaban que China
retrasara su avance en IA, al parecer solo lo han acelerado.

Discusion y conclusiones
Hallazgos

Este articulo se centr6 en averiguar como China ha logrado regular la IA y al mismo
tiempo ser un lider mundial en la materia, como ha enfocado sus politicas publicas y

49. Véase Edelman Trust Institute, <2024 Edelman Trust Barometer with key insights around Al»,
2024, disponible en https://tipg.link/l_4F.

50. Véase «Global Unicorn Index 2024», Hurun UK, 2024, disponible en https://tipg.link/l_40.

51. Para un ejemplo de la inteligencia artificial industrial en manufactura véase Juarez (2025).
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su regulacion y qué ha priorizado. Esta investigacion demostré que China comenzé
por alentar la innovacion de la IA, para posteriormente regularla.

En el primer punto, entre 2015 y 2020 sent6 las bases para la innovacién por me-
dio de politicas publicas habilitadoras, que apoyaron la investigacion y el desarrollo,
la construccion de infraestructura especializada, la transformacién empresarial, la
reestructuracion de instituciones, la innovacidon para usos reales, entre otros. Tam-
bién integraron procesos paralelos, aunque de origenes dispares, que han nutrido a la
IA, como el énfasis en la innovacién independiente, el reforzamiento de la seguridad,
la reforma educativa, la apertura y digitalizaciéon de datos del Gobierno, etcétera.
Durante este periodo, la gobernanza de la IA consistié en reformas a instrumentos
juridicos existentes, marcos éticos voluntarios, autorregulacion y atencién a casos
especificos (aunque las problematicas sociales persistieron).

En cuanto al segundo paso, en la regulacion de la IA (2020 a 2025) se observan
dos tendencias diferentes. Por una parte, los instrumentos juridicos reconocieron
nuevos derechos personales, que otorgan proteccion especializada a grupos vulne-
rables y previenen abusos, lo que llevo al establecimiento de un marco juridico que
provee una mayor proteccion de las personas y una IA mas responsable, confiable y
transparente, lo cual ha conducido a su uso mas seguro, al incremento en la confianza
publica y a una mayor estabilidad social.

Por otra parte, dentro del impulso a la economia, su reordenamiento y la cre-
ciente relevancia de la seguridad, se establecieron instrumentos centrados en la ci-
berseguridad, la proteccion de los datos personales, la seguridad de los datos, entre
otros. Dentro de las nuevas condiciones geopoliticas, Paul Triolo afirmé que, para el
Gobierno chino, sectores como el comercio electrénico y los videojuegos no se con-
sideran esenciales para las prioridades tecnoldgicas nacionales, por lo que quedaba
por averiguar como el Gobierno alentaria sectores tecnoldgicos dificiles que se con-
sideran criticos.’ Este andlisis demuestra que la exigencia del nuevo marco juridico
para la proteccion de los derechos personales ha sido un factor que ha dificultado
al sector empresarial entrar o permanecer en la IA destinada al consumidor (redes
sociales, juegos, etcétera), al mismo tiempo que las exenciones regulatorias al sector
intraempresarial les ha facilitado enfocarse a la industria, aprovechar el apoyo guber-
namental y encaminarse a la autosuficiencia.

En cuanto a las restricciones estadounidenses en IA a China, paraddjicamente,
politicos de ambas naciones coinciden en que son benéficas, porque para Washing-
ton estas impediran el avance chino y para Beijing, pese a la ralentizacién temporal,

52. Véase «Is China’s Tech ‘Crackdown’ or ‘Rectification’ Over?», de Rogier Creemers, Johanna Cos-
tigan, Paul Triolo, Tom Nunlist, Lauren Dudley, Mei Danowski, Martin Chorzempa, Karman Lucero y
Seaton Huang. DigiChina (2023). Disponible en https://tipg.link/l_4D.
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conllevan la integracion de cadenas de suministro locales y, a largo plazo, la indepen-
dencia tecnolégica y el fortalecimiento nacional.

El andlisis de la gobernanza de la IA en China demuestra que el derecho restric-
tivo puede alentar la innovacion, ya que los instrumentos juridicos estadounidenses
forzaron a los expertos chinos a innovar, lo cual fue posible porque ya tenfan un
marco habilitador integral.

Concepto de gobernanza de la IA en China

La gobernanza de la IA en China consta de multiples partes interesadas centradas en
un gobierno fuerte, donde la industria, la academia y la sociedad tienen intereses pro-
pios capaces de causar cambios significativos. Se integra por politicas publicas habili-
tadoras, que incluyen la investigacion, el desarrollo y todo el despliegue de la IA, y un
marco juridico con instrumentos generales y especificos, restrictivos y habilitadores,
que se complementan con marcos éticos voluntarios, autorregulaciéon empresarial,
coordinacion interinstitucional y estandares. Esta gobernanza agil e inclusiva protege
a los usuarios y poblaciones vulnerables, al tiempo que posibilita la estabilidad social
y politica, el desarrollo tecnoldgico, la innovacion y el fortalecimiento econdémico.

Lecciones para Latinoamérica: Derecho, inteligencia artificial e innovacion

A nivel mundial, ha sido dificil establecer una definicion juridica de IA porque es
hiperrevolucionaria, lo cual también cuestiona la utilidad a largo plazo de instru-
mentos integrales como el Reglamento de IA de la Unién Europea. Sin embargo,
China ha solucionado esta cuestion al establecer una regulacion vertical (en la cual
cada cambio tecnoldgico puede tener su propio instrumento), al regular los elemen-
tos de la IA (datos, algoritmos), la direccién de la tecnologia (IA generativa, modelos
de lenguaje de gran tamafo) y los escenarios de aplicacion (reconocimiento facial,
manufactura, etcétera).

El caso chino también demuestra que la protecciéon de los derechos de los usua-
rios, la privacidad, la proteccion de datos e incluso medidas que buscan detener a la
IA, no perjudican la innovacion si existe previamente un marco habilitador fuerte.
En sentido contrario, si se carece de este y de la misma innovacién, una medida ha-
bilitadora, como un sandbox, dificilmente la creara.

Cabe subrayar que China es uno de los pocos Estados que se ha visto fortalecido
con el desarrollo de las tecnologias de la informacion, al lograr hacer cumplir su
derecho en la materia, aunque probablemente con diferentes niveles de efectividad.
Desde Latinoamérica, mas que tomar a pie juntillas la experiencia china, seria mds
prudente que los Estados comenzaran por alentar la innovacién de la IA selectiva-
mente y dirigirla a sectores estratégicos actuales y futuros.
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Metodologia e investigaciones futuras

El acercamiento metodoldgico interdisciplinario y a lo largo del despliegue de la IA
demostro ser util para visualizar las lineas generales de los procesos de transforma-
cién de la gobernanza de la IA en China. El objetivo de este trabajo también fue
sentar un marco general sobre el cual pueden desarrollarse investigaciones mas de-
talladas y especificas. Entre los puntos por profundizar destacan la ética, el papel de
los derechos humanos, el financiamiento, la competencia empresarial, la seguridad,
la posicion china internacional, etcétera.

En cuanto a las preguntas que se hacen para regular a la IA, ademas de la con-
sabida ;como hacer que la regulacion no detenga la innovacién?, el caso chino nos
presenta otra serie de cuestionamientos pendientes por analizar, por ejemplo, ;como
lograr que la regulacion de la IA restablezca la estabilidad social y no ponga en riesgo
la estabilidad politica?, ;como lograr que la regulacion de la IA redirija los esfuerzos
de la iniciativa privada hacia los objetivos del Estado? La creciente relevancia global
de China en IA hace urgente profundizar su estudio desde nuestra region, pero con
nuestras propias preguntas y circunstancias.
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